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This paper proposes an improved artificial bee colony (IABC) algorithm for addressing the distributed flow shop considering
the distance coefficient found in precast concrete production system, with the minimisation of the makespan. In the proposed
algorithm, each solution isfirst represented by atwo-dimensional vector, wherethefirst dimensional vector isthe factory and
the second dimensional vector lists the operation scheduling sequence of each factory. Second, considering the distributed
problem feature, a distributed iterated greedy heuristic (DIG) is developed where destruction and construction processes
are designed in detail while considering the distributed structures. Third, an efficient population initialisation method that
considers the factory workload balance is presented. Then, a local search approach that randomly replaces two factories
with two randomly selected jobs and that finds an optimal position for the two inserted operations via the DIG method
is proposed. For the canonical ABC algorithm, using the DIG approach, the main three parts are improved, namely, the
employee, onlooker, and scout bees. Finally, the proposed algorithm is tested on sets of extended instances based on the
well-known benchmarks. Through an analysis of the experimental results, the highly effective proposed IABC algorithm is
compared to several efficient algorithms drawn from the literature.

Keywords: prefabricated production; flow shop; distributed scheduling; artificia bee colony algorithm; distance coefficient

1. Introduction

During recent years, many research works have focused on the green intelligent building optimisation problems, such as
multi-zone HVAC system (Zeng, Zhang, and Kusiak 2015), optimal chiller loading optimisation problem (Duan et a. 2018;
Zheng and Li 2018; Zheng, Li, and Duan 2019), and precast construction optimisation problems (Leu and Hwang 2001,
2002; Chan and Hu 2002; Benjaoran and Dawood 2003; Benjaoran, Dawood, and Hobbs 2005; Ko and Wang 2011; Chen,
Yang, and Tai 2016; Yang, Ma, and Wu 2016). Compared to in-site concrete structures, precast concrete structures exhibit
higher levels of production efficiency and showed more and are playing a more important role by employing highly effec-
tive manufacturing processes (Yang, Ma, and Wu 2016). Kong et al. (2017) considered the manufacture, transportation and
on-site assembly sectors of precast construction projects, and proposed a dynamic programming algorithm and significantly
reduced the construction waste. Chen et al. (2018) studied an automated guided vehicle (AGV)-based flow production sys-
tem for the modular prefabricated horizon, and proposed a simulation based non-dominated sorting genetic algorithm. In
precast production, a prefabricated building is manufactured and constructed via prefabrication from factory-made compo-
nents transported and assembled on-site to form a complete building. Therefore, precast construction projects can generaly
be divided into three sectors, i.e. manufacture processing, transportation and on-site assembly (Yang, Ma, and Wu 2016).
Based on the above three construction processes, researchers have modelled this form of production based on flowshop
scheduling problems (FSSPs) (Leu and Hwang 2001, 2002; Chan and Hu 2002; Benjaoran and Dawood 2003; Benjaoran,
Dawood, and Hobbs 2005; Ko and Wang 2011; Chen, Yang, and Tai 2016; Yang, Ma, and Wu 2016; Li, Pan, and Duan
2016; Li, Duan et al. 2018) job shop scheduling problems (Arashpour et al. 2016), and flexible job shop scheduling prob-
lems (Anvari, Angeloudis, and Ochieng 2016). In addressing flowshop scheduling in a precast production system, Chan and
Hu (2002) presented a genetic algorithm (GA) with a combination of two objective functions for minimising makespan and
total tardiness penalties incurred from late product deliveries. Leu and Hwang (2001) modelled one of three precast work-
ing zones with the flowshop, and considered constrained resources including manpower, cranes, steam curing machines,
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reinforcement cage storage space, and steel forms. Further, Leu and Hwang (2002) investigated impacts of different prod-
uct due dates on the makespan of the precast production process and addressed this using the GA algorithm. Benjaoran,
Dawood, and Hobbs (2005) proposed a Bespoke Precast Flow Shop Scheduling Model (BP-FSSM) and optimised it by
considering multi-objective GAs. Benjaoran and Dawood (2006) formulated six-step precast component production as a
flowshop scheduling problem and utilised a GA-based optimisation algorithm to minimise the total flowtime. Ko and Wang
(2011) considered precast production in considering resources and buffer sizes between stations and addressed this by using
a multi-objective genetic algorithm to optimise minimum makespan and tardiness penalties. Yang, Ma, and Wu (2016)
proposed a flowshop scheduling model based on multiple production lines for a precast production system and applied
GA optimisation to minimise changes in types of precast components involved during production. Chen, Yang, and Tai
(2016) performed process reengineering to create efficient precast processes. Besides the flowshop scheduling problem,
Arashpour et al. (2016) considered an off-site precast production system by modelling it as a job shop scheduling prob-
lem (JSSP) to shorten changeover periods and thus to minimise wasted transitioning from one product class to another.
Anvari, Angeloudis, and Ochieng (2016) investigated a multi-objective GA searching technique for minimising time and
costs required while maximising safety levels and modelled a precast production system with aflexible job shop scheduling
problem (FISSP).

From the above literature we can see that many studies have modelled precast production as a scheduling problem while
considering one workstation. However, distributed features of a prefabricated production system have not been widely
examined. Currently, more and more precast components must be processed by more than one distributed workstation to
increase production efficiency levels while decreasing waiting times and production costs (Naderi and Ruiz 2010, 2014; Lin,
Ying, and Huang 2013; Wang, Wang et a. 2013; Xu et a. 2014; Fernandez-Viagas and Framinan 2015; Lin and Ying 2016;
Rifai, Nguyen, and Dawal 2016; Wang, Huang, and Qin 2016; Bargaoui, Driss, and Ghédira 2017; Deng and Wang 2017;
Komaki and Malakooti 2017; Lin, Wang, and Li 2017; Ying et al. 2017). Naderi and Ruiz (2010) characterised the dis-
tributed permutation flow-shop scheduling problem (DPFSP) and proposed six Mixed Integer Linear Programming (MILP)
models and solved these models by employing simple factory assignment rules together with 14 heuristics. Wang, Wang
et al. (2013) proposed an effective estimation of distribution algorithm (EDA) to solve the DPFSP. Lin, Ying, and Huang
(2013) presented a modified iterated greedy (MIG) algorithm for this problem to minimise the maximum completion time
for al factories involved. Naderi and Ruiz (2014) investigated a scatter search (SS) method along with restarts and local
search methods for this problem to optimise makespan. Xu et a. (2014) developed an effective hybrid immune agorithm
(HIA), wherein four search operators and crossover operators are embedded. Fernandez-Viagas and Framinan (2015) pro-
posed a heuristic exploitation of the specific structure of the DPFSP problem. Wang, Huang, and Qin (2016) presented a
fuzzy logic-based hybrid estimation of distribution algorithm (FL-HEDA) to address DPFSPs under conditions of machine
breakdown with the makespan criterion. Rifai, Nguyen, and Dawal (2016) developed a novel multi-objective adaptive large
neighbourhood search (MOALNS) agorithm to simultaneously satisfy three objectives of minimising makespan, total cost
and average tardiness values in consideration of the reentrant characteristic of DPFSP. Lin and Ying (2016) solved the no-
wait flowshop scheduling problem (DNFSP) by developing a mixed integer programming (M1P) mathematical model and
aniterated cocktail greedy (ICG) algorithm. Bargaoui, Driss, and Ghédira (2017) investigated an artificial chemical reaction
meta-heuristic to minimise the maximum completion time. Ying et al. (2017) presented an Iterated Reference Greedy (IRG)
algorithm for the distributed no-idle permutation flowshop scheduling problem (DNIPFSP) with the objective of minimising
the makespan. Komaki and Malakooti (2017) minimised the makespan of the distributed no-wait flow shop scheduling prob-
lem utilising a genera variable neighbourhood search (GVNS) agorithm. Deng and Wang (2017) developed a competitive
memetic algorithm (CMA) to solve the multi-objective DPFSP using the makespan and total tardiness criteria. Lin, Wang,
and Li (2017) addressed the distributed assembly permutation flow-shop scheduling problem (DAPFSP) using a backtrack-
ing search hyper-heuristic (BS-HH) algorithm. Zhang, Xing, and Cao (2017) solved the distributed flowshop scheduling
problem with flexible assembly and setup time using a constructive heuristic (TPHS) and two hybrid metaheuristics.

The artificia bee colony (ABC) algorithm was proposed by Karaboga (2005) and has been applied to solve many
different types of problems such as those related to numerical function optimisation (Karaboga and Basturk 2007), lot-
streaming flow shop scheduling (Pan et al. 2011), flexible job shop scheduling (Wang, Zhou, Xu, and Liu 2012, 2013;
Wang, Zhou, Xu, Wang et al. 2012; Li, Pan, and Tasgetiren 2014), no-idle permutation flowshop scheduling (Tasgetiren
et a. 2013), hybrid flow shop scheduling (Li and Pan 2015; Li, Sang et a. 2018), no-wait job shop scheduling (Sundar
et al. 2017), parallel batch-processing machine scheduling (Zhang, Chang et a. 2017), steelmaking scheduling problems
(Li et a. 2018), image steganalysis (Mohammadi and Abadeh 2014), transportation energy demand (Sonmez, Akgiingor,
and Bektas 2017), crowd evacuation in buildings (Liu et al. 2018), cloud manufacturing (Wang et al. 2015; Zhou and Yao
20173, 2017b), pattern recognition (Joardar et al. 2017), and reverse logistics network systems (Li et a. 2017). In addition,
many researchers have also devel oped different approaches for improving the performance of the classical ABC algorithm,
such as multi-species co-evolution (Zhang, Liu, and Ding 2014), cooperative co-evolutionary ABC based on a hierarchical
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communication model (Hu, Liu, and Zhang 2016), multi-objective ABC based on decomposition by PBI method (Bai and
Liu 2016).

From the recent researches on the precast production system and the distributed flowshop scheduling problem, we find
that: (1) there are severa literatures considered solving the distributed flowshop scheduling problems, however, fewer of
them have included realistic constraints such as distance index; (2) very few studies have addressed precast production
as a DPFSP problem; and (3) the distributed production process can reduce production waste levels while considerably
improving production efficiency levels, however, efficient optimisation algorithms are needed to consider both problem
structures and objective features in this type of realistic DPFSP problem. Therefore, in this paper, we propose an artificial
bee colony (ABC) agorithm as a means of addressing the distributed precast construction problem. The remainder of this
paper isorganised asfollows. Section 2 describes the problem. Then, the proposed algorithm isshown in Section 3. Section 4
reports the experimental results and compares them with those of other algorithms presented in the literature to demonstrate
the performance of the proposed algorithm. Finally, the last section presents conclusions drawn from our work.

2. Problem description
2.1. Description of the problem

In atypical precast concrete factory, the production routine involves several operations or processes such as mould pre-
fabrication, reinforcement prefabrication, mould assembly, the placement of reinforcements and embedded parts, concrete
mixing, casting, curing, mould stripping, product finishing and product stocking (Benjaoran, Dawood, and Hobbs 2005). Al
precast components or jobs must follow the same routine across distributed workstations over different or similar processing
periods. Therefore, the precast production process can be modelled as a distributed flow shop scheduling problem (DFSSP)
where there are n jobs and s parallel factories and where each factory employs m devices to complete the above production
processes independently. First, each component should select afactory to complete its m operations. After factory selection,
we must determine the processing sequence for each factory, and all precast components must follow the same processing
sequence for the assigned factory. All precast components and devices are available at time zero. Preemption is not allowed
in that any job cannot be interrupted before the completion of its current operations. In the prefabricated system, due to the
large size of the component, it is not easy to transport such components from a factory located far away. Therefore, in this
study, rather than exploring the canonical distributed flowshop scheduling problem, we consider the transport costs of the
prefabricated system.

The aim of the production system isto schedule each job on each device to minimise the makespan value. The following
assumptions are applied in this study:

e There areinfinite buffers or storage between any two consecutive operations.

e Each device can process at most one operation at atime, and each operation should be processed on at most one
machine at atime.

e The processing time of each operation should be a positive integer.

Any two operations should not overlap on the same machine, i.e. the start time of the successor job must be greater

than the completion time of itsimmediately predecessor job plus the setup time between them.

The starting time of any operation should be greater or equal to its release time from the previous stage.

All operations are strictly assigned to one machine at each stage.

Any operation has exactly one immediate processor or successor operation for the same machine.

There are enough resources for processing precast components, including manpower or workers, steaming curing

capacities, cranes, reinforcement cage storage spaces, and steel forms.

o Different factories employ different distance indexes for each job and the processing time includes this type of
factor. In other words, we include the distance cost in the processing time of each job for each factory.

The notations used in this paper are summarised as follows:

Indices

i index of precast componentsor jobs, i = 1,2, ... ,n;
j index of devicesor machines, j = 1,2, ... ,m;

f index of factories, f = 1,2, ... s.

Parameters

n total number of precast components or jobs

m total number of machines

S total number of factories
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Figure 1. Anexample of a Gantt chart.
Oij the jth operation of job i
Dli¢ distanceindex of job i in factory f
Pijf The processing time requirement of job i carried out on machinej in factory f
Et ji The earliest completion time of O;; in factory f
Chax The maximum completion time of all operationsin factory f
Crax The maximum completion time of all operationsin all factories
Tt i The duration between the starting time of O;; and the end of the operationsin factory f
J SetOfnjObS,J:{Jl,Jz, ...,Jn}
M set of mmachines, M = (M1, M5, ..., Mp}
Decision variables
Sij starting time of job i at stage j;
Cij completion timeof job i at stage j;
Xif a0/l variablethat is equal to one if and only if job J; has been assigned to be processed at factory f.
The aim of this study isto minimise the makespan:
Cmex = Max (¢h ), f=1,2...,s (1)

2.2. Example

Figure 1 presents a distributed precast production example where there are six jobs or precast components to be processed,
two factories, and three machines in each factory. Each precast component must be processed on three production lines
according to the determined sequence (from the first to the last machine in the selected factory). Figure 1 shows that three
jobsareto be processed at thefirst factory, i.e. J1, J2, and J 3, whereas the other three jobs (J 4, J5, and Jg) are to be processed
at the second factory. The figure shows that the two groups of precast components can be processed in parallel, and thus the
production time can be decreased dramatically.

3. Theproposed algorithm
3.1. Solution representation

The classical solution representation of the flow shop scheduling problem is generally executed using the permutation based
representation, where each solution is represented by a string of integers and each integer represents ajob number. However,
to solve the distributed precast construction problem, the permutation representation must not have enough information to
describe the assigned factory.

In the canonical PFSP, genera representation involves employing the permutation-based coding method, where each
solution is represented a string of integers and each integer is the job number. Jobs are individually scheduled according
to their ordering in the solution representation. A common way to assign a factory a scheduling job involves assigning a
random factory to it. Hereafter we denote this form of solution representation as SR-1. Another form of solution represen-
tation involves two-vector-based representation as used in FISPs (flexible job shop scheduling problems) or HFSPs (hybrid
flowshop scheduling problems), and thisinvolves two vectors, i.e. the factory vector and the scheduling vector. The factory
vector records the factory number assigned to each job, and the scheduling vector records the processing sequence for each
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Figure 3. Gantt chart for the destruction method. (a) the previous Gantt char, (b) i isnot the last oneinf, (c) i isthelast oneinf.

job. The lengths of the two vectors are set to the number of jobs. Hereafter we denote this form of solution representa-
tion as SR-11. However, we found that in using SR-11, it is difficult to design the mutation operator. The third type takes a
two-dimensional vector as the representation (Naderi and Ruiz 2010) denoted as SR-111. In the two-dimensional vector, it is
generally to set avector for each factory to store the job processing order of each factory. For the given exampleillustrated in
Figure 1, the code representation is described in Figure 2 where each factory involves ajob processing vector. For example,
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Algorithm 1: Destruction method
input: factory f'and position i
output: the makespan after removing the job in i: ¢max
1. if i is not the last position in f then //(as illustrated in Fig. 3(b) )

2 g—it+1 //q is the position used to compute the makespan
3. For each machine m from 0—|f| infdo  //|f| is the number of machine in f
4. if m=0 then
5 | Etmq—Etmg- Pmi //(as illustrated in Fig. 3(b) )
6 otherwise
7 if i#0 then //(as illustrated in Fig. 3(b) )
10. ‘ Et‘,m,q‘*maX(Ef,m-l,q'*' Pm-1.q, Efmiat pm.i-l)
11. otherwise
12. ‘ Etmq—Etm1.q tPm-1q
13. end
14. end
end
15. otherwise// if i is the last one in f°
16. q—i-1
17. Tena—Ttpq- Py //(as illustrated in Fig. 3(c) )
18. For each machine m from |f|-1—0 in fdo
19. | Trqm < Teqme1+ pmg  //(as illustrated in Fig. 3(c) )
20. end
21. For each machine m from 0—|f| infdo
22. | Cimax =max(cmax, Etmat Timg)

23. end

for the first factory, the job processing sequence is J1, Jo, and J3. The comparative results and analysis for the solution
representation verify that the proposed SR-111 performs better than the other two coding methods.

3.2. Decoding method

For the given solution representation applying SR-111, the decoding process involved is very simple. To decode for each
factory, we simply process each job according to its sequence in the coding representation. When scheduling each job to
each machine for each factory, operations should be initiated after the completion of previous operations and the processing
machine should also be idle during this period. The entire processis generally similar to the processinvolved in scheduling
the canonical permutation flow shop scheduling problem. The processes differ in that the problem considered in this study
should consider the factory assigned to each job. For the example shown in Figure 2, its decoding Gantt chart is given in
Figure 1.

3.3. Distributed iterated greedy method

In this section, we propose a distributed iterated greedy (DIG) approach for solving flow shop scheduling problems under a
distributed environment.

3.3.1. Destruction method

For distributed flowshop scheduling problems, several factories are set in the paralel model. Therefore, removing sev-
era jobs from one factory may not optimise the makespan of the whole system, as the other factories may determine the
makespan of the system. Therefore, after removing one or several jobs from one factory, we must determine whether the
makespan objective has been affected by the above process. When the makespan objective has improved by removing the
selected job, we can process the construction method for further processing; otherwise, it will be valueless to perform the
following steps. The time complexity of the destruction processis O(snm). The destruction method is given as follows.

3.3.2. Construction method

After the destruction process, DIG performs the construction method to find the optimal position for each deleted operation.
The detailed steps of the construction method are given in Algorithm 2. It is obvious that the time complexity of the
construction process is O(sn’m).
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Algorithm 2: Construction method
input: factory f, position 7, and job j
output: the makespan after inserting the job in position i: cmax

1. if i is positioned behind the current fthen //(as illustrated in Fig. 4(b) )
2. q—i-1

3. For each machine m from |f|—0infdo  //|f| isthe number of machine in f
4. if m=|f| then

5. Trm,i<—pmj

6. Tf,m,q(_ Tf,m,i + Pmgq

7. otherwise

10. Ttmie—Ttme1i TPmj

11. Tﬂm,q(_maX(Tf,mH .05 Tf,m,i+l)+ Pmgq

12. end

13. otherwise// if i is from 0 to |f| inf

14. q—it+l

15. For each machine m from 0—|f| infdo

16. if m=0 then

17. if /=0 then

18. | Etmie0 //(as illustrated in Fig. 4(d) )
19. otherwise

20. | Eimi—Eimiat pmii /l(as illustrated in Fig. 4(c) )
21. end

22. Etmq—Etmit pmi /l(as illustrated in Fig. 4(c) )
23. otherwise

24. if /=0 then

25. | Etmi—Etm1it Pl /l(as illustrated in Fig. 4(e) )
26. otherwise

27. | Etmic—max(Timi-1t pmi, Tim-1it pm1i)  //(as illustrated in Fig. 4(f) )
28. end

29. Egmqe—max(Timit pmis Tem-1q+ Pm-1.q)

30.

31. end

32.

33. end

34. For each machine m from 0—|f| infdo

3s. | Cmax,f :max(cmax,f, Ef,m,q+ Tf,m,q)

36. end

37. Cmax:mgf Cmax,f

3.4. Initialisation of the population

The main task of the DFSP is to assign a factory for each job. In this section we present two factory assignment methods,
which are given asfollows. (1) A random factory assignment rule denoted as RFA that assigns a random selected factory to
each job and (2) an average factory workload assignment rule denoted as AFWA that first computes the workload for each
factory and which then assigns the factory with the current minimum workload. Specifications of the AFWA rule are given
in Algorithm 3.

Algorithm 3: AFWA rule
input: factory f'and the processing time for each job.
output: the assigned factory for each job
for each job i do
record the total processing time of job i in the vector job totallime

end
randomly sort each job and store them in the sorted vector.
for each job i in the sorted vector do
count the current workload for each factory.
select the factory with the lowest workload 1 for job i.
append job 7 into the solution representation vector corresponding to factory f.
add the total processing time of job i to the workload of factory f.
end

SO W D~
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It is evident that by using the proposed AFWA rule, a factory can be assigned to the jobs with similar workloads, and
therefore, the maximum completion time of each factory may be similar. As the makespan of the considered problem isthe
maximum completion level for each factory, when using the average workload method the whole makespan criterion tends
to be superior to the random rule. Experiment comparisons also verify this conclusion.

In addition, the initial population quality level is crucia to the proposed algorithm. An initial population with a high
level of quality and diversity may result in a faster coverage of good solutions. In this study we employ a simple initiali-
sation approach as follows. (1) Pgz-1 solutions are generated in a random manner using the AFWA rule where Py isthe
population size of the system, and (2) one solution is generated by using the proposed DIG approach after applying the
AFWA ruleto start scheduling each job in each factory once again.

3.5. Local search operators

Local search operators are designed differently according to different coding representations. For SR-I, it is common to
use swap or insert operators to generate a different job sequence. SR-I1 unlike SR-I should consider a difference in factory
vectors by applying the following rules: (1) randomly change afactory for arandomly selected operation and (2) randomly
swap two factories for two randomly selected jobs. These two factory mutation rules can be used in arandom manner.

It should be noted that in SR-I1, permutations in the factory and scheduling vectors are independent. Therefore, when
we switch afactory for ajob, it is difficult to determine the right position in the new factory to executeit. In this section, we
design afast job insertion method referred to as fast_job_insertion described in detail in Algorithm 4, which has following
advantages: (1) the method considers assigning a factory and scheduling job sequence simultaneously, and therefore can
improve the solution performance; (2) it has a fast speed to find the optimal position for each swapped job, and the time
complexity of the job insertion process is O(snm); and (3) with the fast insertion method, many types of local search
operators can be designed considering the problem features.

Using the fast job insertion method we develop three types of local search operators as follows: (1) the LSO-1 method,
which randomly changes a factory for a randomly selected operation and which finds an optimal position for the insert-
ing operation via the fast_job_insertion method and (2) the LSO-I1 method, which randomly swaps two factories for two
randomly selected jobs and which finds an optimal position for the two inserting operations using the fast_job_insertion
method. It should be noted that when we test the above two local search operators we find that the L SO-11 method performs
better than the former method.

3.6. Improved artificial bee colony algorithm

In this section, we develop an improved artificial bee colony algorithm referred to as IABC that involves an employee bee,
onlooker bee, scout bee and the exploration approach.

3.6.1. Employee bee operator

The employee bee is to perform the exploitation process based on the given solution. Asin (Li, Pan, and Gao 2011, Li
and Pan 2015; Li et al. 2017), the employee bee of the proposed IABC agorithm also performs the local search operator
discussed in sub-section 3.4. Steps of the proposed employee bee operator are given as follows.

Step 1. For each solution s; in the current population, perform the following steps.

Step 2. For given solution s;, perform the local search operator fast_job_insertion described in Algorithm 4 to generate
a neighbouring solution sy.

Step 3. Evaluate the neighbouring solution sy. Perform the following steps: (1) if the neighbouring solution is better than
the current solution, replace the latter; (2) if the neighbouring solution s, is worse than the current solution, ignoreit;
and (3) if s is better than the global best solution found thus far, replace the latter to complete the elicit process.

3.6.2. Onlooker bee operator

The onlooker bee isto perform afurther exploitation process around the sel ected better solution. In this section, the onlooker
beeis performed as follows.

Step 1. Perform the following steps Py, times.
Step 2. Randomly select two solutions from the current population and select the better solution as the current onlooker
bee.
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Algorithm 4: fast job_insertion
input: factory f'and the inserted job i.
output: solution representation after inserting job i into factory f
1. compute the earliest start and tail times for each job processed in factory f not including job i

2. for each processing position p in factory f'do

3. if p is the last processing position in factory f then

4. for m from |f|—0 do //|f| is the number of machines in f°
5. if m is the last machine in factory f then

6. let pt;,, be the processing time of job i

7. let pt,.;m be the processing time of job in position p -1
8. Twp~— ptim // Tmp is the tail time of job in position p executed onmachine m
9. Top1 < Twpt plp-im

10. otherwise

11. Tnp~=To1pt Plim

12. Tipt ~max{ Tirip1, Tmp}+ Ply-im

13.

14.

15. end

16. end

17. cp<p-1  /lcp is the computing position for the makespan

18. otherwise

19. cp—ptl
20. for m from 0—|f| do
21 if m equals O then
22. if p equals O then £y, ;<0
23. otherwise Enp<Emp11 plp-1,m
24. end
25. Enpn1=Emp* Plin
26. otherwise
27. if p equals O then Ewp—FEwm1p + plim-1
28. otherwise Enp <max{ Emipt plim-1, Emp-1t Plp-1m }
29. end

30. Emp+1 < max{ Empt plim, Em1piit plyeime1 }
3L end
32. end
33. end

34. end

Step 3. Generate a neighbouring solution around the current onlooker bee by performing the local search operator
fast_job_insertion described in Algorithm 4.

Step 4. Evaluate the newly-generated neighbouring solution and use it to try to replace the current onlooker bee and the
global best solution; the replace processis similar to the process described in sub-section 3.5.1.

3.6.3. Scout bee operator

If a given solution has not been improved after a given number of iterations, it should be replaced with a more promising
solution. Common methods used may be classified into two categories. Thefirst approach to improvement involvesreplacing
the unimproved solution with arandomly generated solution, and this method is commonly applied when using the canonical
ABC algorithm. The second approach to improvement involves replacing the unimproved solution with apermutation of the
global best solution, asthe global best solution always includes promising information (Pan, Li). In this study we devel oped
an improved scout bee operator as follows.

Step 1. Record the solutions that have not been improved after L; iteration times into a vector referred to as LS.
Step 2. Randomly select a solution from vector LS as the current scout bee.
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Step 3. Perform the local search operator fast_job_insertion described in Algorithm 4 SN times on the global best
solution found thus far to generate a neighbouring solution Sy.

Step 4. Evaluate the newly generated neighbouring solution Sy and useit to directly replace the current scout bee. Try to
use Sy to replace the global best solution if the former is better than the latter.

3.7. Theframework of the proposed algorithm
The detailed steps of the proposed IABC algorithm are as follows:

Step 1: Initialisation phase.

Step 1.1 Set the system parameters.
Step 1.2 Initialise the population discussed in sub-section 3.4.

Step 2: If the stopping criterion is satisfied, output the best solution; otherwise, perform steps 3-5.
Step 3: Exploitation search phase.

Step 3.1 Apply the employee bee operator discussed in sub-section 3.5.1.
Step 3.2 Apply the onlooker bee operator discussed in sub-section 3.5.2.
Step 3.3 Record the best solution found thus far.

Step 4: Exploration search phase.

Step 4.1 Apply the scout bee operator discussed in sub-section 3.5.3.
Step 4.2 Record the best solution found thus far.

Step 5: Go back to step 3.

4. Experimental results

This section discusses computational experiments conducted to evaluate the performance of the proposed algorithm. Our
algorithm was applied in C+ + on an Intel Core i7 3.4GHz PC with 16 GB memory. To test the performance of the
proposed algorithm, we select 720 large-scale instances from a website (http://soa.iti.es/rruiz) where the number of jobsis
n = {20, 50, 100, 200, 500}, the number of machinesis m = {5, 10, 20}, and the number of factoriesisf = {2, 3, 4, 5, 6,
7}. To render the instances suited to the prefabricated system, we extend these 720 instances by considering the distance
index, which is areal number generated from the uniform distribution [0.5, 1.5]. After considering the distance index, the
final processing time of each job is computed as follows:

Pijr = LPijs x Dlif] )

where p’i’j'f is the final processing time required to consider the distance cost index (Dl;s) and where p; ;¢ isthe processing
time provided on the website (http://soa.iti.es/rruiz). The notation |-] is used to transform areal number into an integer by
maintaining the integral part. For example, we use |4.5] to achieve a processing time of 4.

The relative percentage increase (RPI) is used as a performance measure and is computed as follows:

RPI(C) = Zc —Cb

x 100 3
b

where Cy, is the best makespan found from the compared algorithms while C; is the best solution obtained from the given
algorithm.

4.1. Setting parameters

Each instance can be characterised by the following parameters: the number of precast components or jobs (n), the number
of devices or machines (m), and the number of factories (s).

System parameters include the number of iterations during which the solution does not improve (L), the population
size (Psz) and the size of neighbours during the scout bee search process (SN). The levels of the three parameters are
given in Table 1. The DOE Taguchi method (Montgomery 2005) is used to test the influence of these three parameters
on the performance of the proposed algorithm. As the three parameters are set with four factor levels, an orthogonal array
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Table 1. Combinations of parameter values.

Level
Parameter 1 2 3 4
PS 10 30 50 100
SN 1 3 5 10
Lt 5 10 15 20
0.65 1 - 1 r 1
06 1 r 1 r 1
055 1 r 1 r 1
05F 1 r 1 r 1
c 045} 1 r 1 r 1
®
(0]
€ 04t . ! ] i J
035 1 r 1 r 1
03F 1 r 1 r 1
025 1 r 1 r 1
02F 1 r 1 r 1
1 2 3 4 1 2 3 4 1 2 3 4
PS SN Lt

Figure 5. Factor level trends of the three key parameters.

L 16(43) isused. For each parameter combination, the proposed algorithm isindependently run 30 times, and then the average
makespan val ue obtained from the proposed algorithm is collected as the response variable (RV). Table 2 gives the response
values of different combinations of these three parameters. Figure 5 reports the factor level trends of the two parameters
while Table 4 lists the average response value for each level of the considered parameters.

Figure 5 shows that the proposed a gorithm performs better under three parameters of the following levels: PS of level
3, SN of level 2, and L; of level 3. We can also see from Figue 5 that the parameter PS is more critical than the other two
parameters of the proposed algorithm. A large PS value denotes that more computational resources are consumed through
the exploration procedure and that the algorithm will lose exploitation capacity. A PS value that istoo small denotes aloss
of algorithm exploration ability. Therefore, to balance exploration and exploitation capacity, the suitable value of the key
parameter PS isset as 50 in the proposed algorithm. According to the above analysis, suitable values for the three considered
parameters are 50, 3 and 15 for PS, SN and L., respectively.

4.2. Efficiency of the proposed components

This section gives the experiment results of the proposed components, namely the coding method, DIG method, local search
approach, and scout bee heuristic.
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Table 2. Response values of different combinations of parameters.

Factor
Experiment number PS SN Lt RV
1 1 1 1 0.98
2 1 2 2 0.55
3 1 3 3 0.435
4 1 4 4 0.636
5 2 1 2 0.41
6 2 2 1 0.348
7 2 3 4 0.302
8 2 4 3 0.361
9 3 1 3 0.083
10 3 2 4 0.112
1 3 3 1 0.292
12 3 4 2 0.289
13 4 1 4 0.472
14 4 2 3 0.545
15 4 3 2 0.58
16 4 4 1 0.628

Table 3. Comparisons of the proposed local search operator.

RPI time (s)
SR-I SR-I1 IABC SR SR-11 IABC
205 0.11 0.57 0.00 155 0.53 112
20-10 0.00 0.73 0.12 2.97 0.97 2.48
20-20 0.00 233 1.40 5.28 215 5.20
50-5 1.34 0.39 0.00 5.67 4.55 4.90

50-10 122 0.42 0.00 11.80 9.33 11.30
50-20 1.26 0.66 0.00 25.13 15.60 22.58
1005 241 0.70 0.00 10.97 10.93 12.10
100-10  2.20 0.79 0.00 23.17 22.22 23.95
10020 205 0.76 0.00 47.90 36.35 49.55
200-10  2.66 0.92 0.00 40.55 49.80 51.87
20020 255 1.04 0.00 92.62 91.27  105.33
50020 1.94 0.76 0.00 196.50 240.70  292.03
mean 1.48 0.84 0.13 38.68 40.37 48.53

Note: Best values are in bold.

4.2.1. Efficiency of the proposed solution representation method

To investigate the effectiveness of the proposed local search discussed in sub-section 3.1, we tested the three compared
algorithms using three different solution representation methods and namely, SR-1, SR-11 and IABC where IABC embeds
the SR-111 operator. The other components of the three compared algorithms are set at the same values. The three algorithms
compared are tested on the same PC and with the same test instances. After 30 independent runs, the resultsfor each instance
are collected to draw comparisons, which are given in Table 3.

In Table 3, the first column provides the problem scale, which includes the number of jobs and machines involved in
the system. The following three columns report RPI values obtained by SR-I, SR-Il and IABC. The last three columns
give the time consumed by the three algorithms. It can be observed from Table 3 that (1) IABC obtained 10 optimal
values out of the 12 given types of instances, whereas SR-I obtained two optimal values and SR-IlI with no optimal
values. (2) From the last row in the table, we can see that IABC clearly performs better than the other two agorithms
compared.

To determine whether significant differences exist between the compared algorithms, we performed a multifactor anal-
ysis of variance (ANOVA) where the three compared algorithms are considered as factors. Figure 6(a) illustrates the means
and 95% L SD (Fisher’'s Least Significant Difference) interval for the RPI values of the three compared algorithms. We can
see that the p-valueis close to zero, revealing significant differences between the three algorithms compared.
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Figure 6. Meansand 95% L SD interval for pairs of compared agorithms. (a) Comparisons of the solution representation methods, (b)
Comparisons of the DIG methods, (c) Comparisons of the local search methods, (d) Comparisons of the scout bee methods.

4.2.2. Efficiency of the proposed DIG method

To investigate the effectiveness of the proposed DIG heuristic discussed in sub-section 3.3, we tested the compared algo-
rithms and namely, IABC-ND and IABC. The other components of IABC-ND and IABC are set as the same except for
the DIG heuristic when attempting to find the optimal position in the new factory for the re-assignment operation. The two
algorithms compared are tested on the same PC and with the same test instances. After 30 independent runs, the results for
each instance are collected to draw comparisons, which are given in Table 4.

Table 4 shows that (1) IABC obtained all optimal values of the given 12 types of instances and (2) from the last row
in the table we can see that IABC clearly performs better than IABC-ND. Figure 6(c) illustrates the means and 95% L SD
interval for RPI values for the two pairs of algorithms compared. We can see that the p-value is close to zero, revealing
significant differences between the two pairs of algorithms compared. The main advantages of the proposed |IABC method
lie in the fact that when attempting to find the optimal position in the new factory for the re-assignment operation, the
proposed algorithm uses the fast DIG method to compute the fitness of the obtained neighbouring solution (which applies
time complexity O(sn?m)) while the IABC-ND algorithm should consume O(sn®m) to compute the fitness of al possible
insertion positions.
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Table 4. Comparisons of the proposed DIG method.

RPI time (s)
IABC-ND IABC |ABC-ND IABC

20-5 0.33 0.00 0.58 112
20-10 0.18 0.00 1.40 2.48
20-20 0.14 0.00 2.73 5.20
50-5 0.20 0.00 4.95 4.90
50-10 0.12 0.00 9.07 11.30
50-20 0.12 0.00 19.28 22.58
100-5 0.51 0.00 13.37 12.10
100-10 0.43 0.00 26.88 23.95
100-20 0.32 0.00 52.20 49.55
200-10 0.90 0.00 58.63 51.87
200-20 0.76 0.00 116.70 105.33
500-20 1.23 0.00 301.15 292.03
mean 0.44 0.00 50.58 48.53

Note: Best values are in bold.

Table 5. Comparisons of the proposed |ocal search opera-
tor.

RPI time (s)
IABC-LS | IABC IABC-LSH IABC

20-5 0.63 0.00 1.43 112
20-10 0.42 0.00 3.28 2.48
20-20 0.00 0.03 6.50 5.20
50-5 0.28 0.00 5.43 4.90
50-10 0.21 0.00 11.18 11.30
50-20 0.24 0.00 24.33 22.58
100-5 0.21 0.00 12.63 12.10
100-10 0.20 0.00 26.25 23.95
100-20 0.21 0.00 51.37 49.55
200-10 0.17 0.00 55.75 51.87
200-20 0.18 0.00 108.48 105.33
500-20 0.15 0.00 292.68 292.03
mean 0.24 0.00 49.94 48.53

Note: Best values are in bold.

4.2.3. Efficiency of the proposed local search method

Toinvestigate the effectiveness of the proposed local search discussed in sub-section 3.4, we tested the two local search oper-
ators (LS| and LS-I1), and the compared a gorithms embedded in the two local search operators are denoted as IABC-L S|
and IABC, respectively. The other components of IABC-LS-I and IABC are set as identical. The two algorithms compared
are tested on the same PC and with the same test instances. After 30 independent runs, the results for each instance are
collected to draw comparisons, which are given in Table 5.

It can be observed from Table 5 that (1) IABC obtained 11 optimal values of the given 12 types of instances, whereas
the IABC-L S| obtains one optimal value. (2) From the last row in the table we can see that IABC clearly performs better
than IABC-LS-I. Figure 6(c) illustrates the means and the 95% L SD interval of RPI values for the two pairs of algorithms
compared. We can see that the p-valueis close to zero, revealing significant differences between the two pairs of algorithms
compared.

4.2.4. Efficiency of the proposed scout bee method

To investigate the effectiveness of the proposed scout bee method discussed in sub-section 3.5.3, we tested the two scout
bee methods (IABC-SC-1 and IABC). The two methods differ in that IABC-SC-I utilises the common scout bee method,
i.e. to select arandomly generated solution to replace the current scout bee, whereas |ABC embeds the scout bee operator
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Table 6. Comparisons of the proposed scout bee heuristic.

RPI time (s)

IABC-SC-I IABC  |ABC-SC-I IABC
20-5 0.46 0.00 0.35 112
20-10 0.48 0.00 0.77 2.48
20-20 0.46 0.00 127 5.20
50-5 0.19 0.00 2.63 4.90
50-10 0.13 0.00 4.47 11.30
50-20 0.18 0.00 8.78 22.58
100-5 0.18 0.00 7.78 12.10
100-10 0.14 0.00 15.72 23.95
100-20 0.09 0.00 30.28 49.55
200-10 0.14 0.00 41.15 51.87
200-20 0.08 0.00 88.35 105.33
500-20 0.06 0.00 260.45 292.03
mean 0.22 0.00 38.50 48.53

Note: Best values are in bold.

Table 7. Comparisons of the four algorithms (with CPU = 1).

RPI time (s)

VND BSA CMA IABC VND BSA CMA IABC
20-5 0.36 0.30 0.31 0.22 0.00 0.00 0.00 0.00
20-10 0.16 0.12 0.12 0.11 0.11 0.14 0.13 0.14
20-20 0.08 0.04 0.04 0.06 0.29 0.34 0.36 0.38
50-5 0.20 0.16 0.15 0.13 0.19 0.20 0.20 0.20
50-10 0.18 0.09 0.10 0.09 0.56 0.60 0.59 0.64
50-20 0.16 0.07 0.07 0.08 1.27 1.37 1.40 141
100-5 0.20 0.12 0.12 0.10 0.63 0.61 0.61 0.64
100-10 0.20 0.12 0.12 0.10 1.36 1.38 1.40 1.44
100-20 0.19 0.11 0.11 0.09 2.84 2.77 2.86 291
200-10 0.21 0.13 0.12 0.10 292 2.84 2.82 2.90
200-20 0.20 0.12 0.12 0.10 6.00 5.64 5.76 5.89
500-20 0.17 0.11 0.10 0.10 2211 14.51 14.42 14.97
mean 0.19 0.12 0.12 0.11 3.19 253 2.55 2.63

Note: Best values are in bold.

discussed in sub-section 3.5.3. The other components of the two compared algorithms are set as identical. The two algo-
rithms compared are tested on the same PC and with the same test instances. After 30 independent runs, the results for each
instance are collected to draw comparisons, which are given in Table 6.

It can be observed from Table 6 that (1) IABC obtained all optimal values of the given 12 types of instances. (2) From
the last row in the table we can see that IABC clearly performs better than IABC-SC-I1. Figure 6(d) illustrates the means
and the 95% L SD interval for RPI values of the two pairs of algorithms compared. We can see that the p-value is close to
zero, revealing significant differences between the two pairs of algorithms compared. The main advantage of the proposed
scout bee method lies in the fact that it replaces the current solution with an individual with more promising information
and therefore improves searching performance outcomes.

4.3. Comparisons with efficient algorithms

To draw a fair comparison between the proposed algorithm and the other three algorithms compared, i.e. VND (Variable
Neighbourhood Descent, Naderi and Ruiz 2010), CMA (Competitive Memetic Algorithm, Deng and Wang 2017), and BSA
(Backtracking Search Algorithm, Lin, Wang, and Li 2017), we code the above three compared a gorithms and run them on
the same PC under the same stop conditions. For each algorithm compared, solution representation, permutation operator
and evolutionary approaches are utilised as shown in corresponding references. Each algorithm compared is independently
run 30 times for each given instance. All algorithms adopt the same maximum elapsed CPU timelimitof t = n x m x CPU
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Table 8. Comparisons of the four algorithms (with CPU = 10).

RPI time (s)

VND BSA CMA IABC VND BSA CMA IABC
20-5 0.07 0.01 0.01 0.01 0.64 0.73 0.79 094
20-10 0.04 0.00 0.00 0.01 141 1.25 1.40 1.79
20-20 0.03 0.00 0.00 0.01 2.00 1.62 1.80 291
50-5 0.12 0.02 0.02 0.00 2.46 2.96 3.19 3.05
50-10 0.12 0.02 0.01 0.00 458 6.29 6.65 5.80
50-20 0.11 0.01 0.00 0.01 10.83 11.64 12.41 12.43
100-5 0.14 0.04 0.04 0.00 6.05 6.41 6.70 20.60
100-10 0.14 0.04 0.04 0.00 12.81 13.51 13.78 13.71
100-20 0.14 0.03 0.02 0.00 25.83 25.85 27.32 27.10
200-10 0.15 0.06 0.05 0.00 28.64 27.10 27.93 32.47
200-20 0.16 0.06 0.04 0.00 57.10 55.31 58.03 53.29
500-20 0.15 0.05 0.05 0.00 144.33 142.24 144.80 159.83
mean 0.11 0.03 0.02 0.00 24.72 24.57 25.40 27.83

Note: Best values are in bold.
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Figure 7. Gantt chart of the best solution for one of the 20-5 instance.

sas atermination criterion, where CPU is set to 10 and 1, respectively, to verify the performance of the proposed a gorithm
with different CPU time limits. This criterion is practical to apply in realistic production systems.

Tables 7 and 8 provide the comparative results collected from the four algorithms compared with CPU values set to 1
and 10, respectively. In the two tables the first column presents the problem scale with the number of jobs and the number
of machines for each group of instances. The next four columns report the RPI values collected from the four algorithms,
i.e. VND, BSA, CMA, and IABC. Then, the last four columns give the average time consumed by the four algorithms.

It can be observed from Tables 7 and 8 that (1) in cases involving shorter time limits, the proposed |IABC agorithm
obtained al optimal values of the given twelve groups of instances; (2) the average performance illustrated by the last
line of Table 7 shows that IABC is clearly better than the other three algorithms; (3) in cases involving longer time limits,
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Figure 9. Multi-compare results for the three compared algorithms.

the proposed algorithm also obtained all optimal values, whereas the other three algorithms compared only obtained near
optimal solutions. (4) Thislast line of Table 8 shows the performance of IABC.

Figure 7 presents the Gantt chart of the best solution obtained by the proposed algorithm for the one of the 20-5 instance.
Figures 8 and 9 illustrate the means and the 95% L SD interval for RPI values of the four compared a gorithms. We can see
that the p-valueis close to zero, revealing significant differences between the compared algorithms.

4.4, Experimental analysis

From the above experimental comparisons, it can be obviously seen that the proposed IABC algorithm shows competitive
performance compared with other recently published algorithms. The main advantages of the proposed algorithm are as
follows: (1) in the proposed IABC method, the fast DIG method used to compute the fitness of the obtained neighbouring
solution shows effective performance, while the other algorithmstry to compute the fitness of all possibleinsertion positions;
(2) IABC uses two-dimensional vectors and can permute a solution by simultaneously considering factory assignment and
operation scheduling, and therefore, the local search process can be directed to more promising search areas; (3) with well-
designed local search operators, IABC can permute and generate a different solution while balancing the factory workload
of the system; and (4) to improve the solution which fallen into local best, IABC replaces it with an individual with more
promising information and therefore improves the exploration abilities.
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5. Conclusions

In this study, an efficient algorithm based on the canonical ABC is proposed as a means of solving distributed flowshop
scheduling problems in a prefabricated system. The main contributions of the proposed algorithm are as follows:

(1) Each solution is represented by a two-dimensional vector, where the first dimensional vector is the factory and the
second dimensional vector lists the operation scheduling sequence of each factory.

(2) Based on the canonical |G method and considering the distributed problem feature, a distributed |G heuristic is
developed.

(3) An efficient population initialisation method that considers the factory workload balance is presented.

(4) A local search approach that randomly swaps two factories for two randomly selected jobsis developed and reveals
an optimal position for the two inserting operations via the DIG method.

(5) For the canonical ABC agorithm, using the DIG approach, the main three parts were improved.

The proposed algorithm is tested on different scale problems involving different problem structures. Several efficient algo-
rithms are compared to IABC. Experimental results show the robustness and efficiency of the proposed a gorithm. Future
work must use the proposed algorithm to solve multi-objective prefabricate scheduling problems. Future works mainly
focuses on following issues: (1) to apply the proposed algorithm to solve other types of distributed prefabricated scheduling
problems, such as distributed vehicle routing problems in prefabricated system, and distributed optimisation problems with
more realistic constraints; (2) to consider two or more objectives and develop a multi-objective optimisation algorithm for
solving more realistic green intelligent building optimisation problems; and (3) to include data-driven optimisation methods
(Li, Yi et a. 2018) and to solve large-scal e scheduling problems.
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